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ABSTRACT

Natural language user interfaces for cognitive robots should
attempt to reduce the occurence of miscommunication in
order to be perceived as providing a smooth and intuitive
interaction to its users. This paper will describe how we
integrate miscommunication analysis in the design process.
By analysing data from 12 sessions, where subjects inter-
acted with a service robot in a home like environment, we
arrived at a set of observations, e.g., that users misunder-
stand the robot’s functionality; and that feedback sometimes
is ill-timed with respect to the situation; we also observed
that referencing objects is important with respect to lexical
choice and deixis. The design implications from our analysis
are that we need to equip our robots to provide more and
relevant feedback with respect to the system’s functional-
ity. Another design implication is to explore strategies that
prime the user to respond in a way that can be handled by
the robot system.

Categories and Subject Descriptors
H.5.2 [User Interfaces|: Natural language; 1.2.9 [Robotics]:
Operator interfaces

General Terms
Human Factors, Design

Keywords
Human-Robot Interaction, Miscommunication, Error han-
dling, Dialouge design, Wizard-of-Oz

1. INTRODUCTION

The focus of the research presented here is to investigate
models for how cognitive robots can work beside humans to
assist them in their daily activities. A robot with cognitive
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Figure 1: The user assumes an alternative mode
of operation for gesture detection and holds up a
magazine instead of placing it on a flat surface.

capabilities needs an interface modality that ensures an intu-
itive and powerful way to reach the full potential of the sys-
tem. It is generally believed that speech and gesture based
interfaces provide a good model for human-robot interaction
by offering an easy to learn, yet expressive way of commu-
nicating the user’s goals and intention to the robot. Due to
the situatedness and multimodal style of human-robot com-
munication, miscommunication may occur along several di-
mensions, something which poses an even greater challenge
than within the domain of speech interface research.

Therefore, one important goal when designing human-robot
communicative systems is to provide interaction that is char-
acterized by a low level of miscommunication, and is per-
ceived as smooth and efficient by the user. Turning this
into a research objective, our aim with this work is to gain
a solid understanding of the causes of miscommunication
in order to identify and handle it as it occurs during inter-
action. We are approaching this at the concrete level by
evaluating a prototype dialog model that has been devel-
oped for the robot BIRON [15] using a Wizard-of-Oz type
of setup [7] to collect data.



This paper is organized as follows. First we present related
work and then we discuss how miscommunication analysis
is used within our user oriented design process. Then we
describe the setup of the study, the results from the mis-
communication analysis and discuss the implications of it in
terms of new dialogue design.

2. RELATED RESEARCH

Miscommunication can be defined as a state of misalignment
between the mental states of agents involved in communi-
cation [17]. Either the speaker fails to produce the effect
intended with the communicative acts issued or the hearer
fails to perceive what the speaker intended to communicate.
Analysis of miscommunication is sometimes referred to as
“breakdown analysis”. But a breakdown is only one extreme
in a wide spectrum of possible miscommunication. It should
be noted that we are not primarily interested in analyzing
breakdowns per se, but symptoms of miscommunication that
may lead to breakdowns.

There are few examples of focused miscommunication anal-
ysis in the field of human-robot interaction. Green et al [§]
presented an explorative study of communicative errors re-
lating them to the grounding model presented by Brennan &
Hulteen [4]. Strategies for reducing miscommunication, i.e.,
using back-channel responses were discussed by Trafton et
al [16]. In a recent study Breazeal et al [3] analyzed miscom-
munication in order to measure the effects of different non-
verbal strategies that affect the efficiency and robustness
of human-robot communication. Corpus collection e.g., [5]
aimed at studying linguistic phenomena related to human-
robot communication will typically contain data that can
serve as a basis for miscommunication analysis.

The study of miscommunication has attracted interest within
the spoken dialogue community. Here miscommunication
is approached from different perspectives. Martinowsky &
Traum [13] provide an example of how miscommunication
analysis can be used to discuss human reaction to spoken
dialogue systems. Symptoms of miscommunication are dis-
played at different levels in the exchange, e.g., as dialogue
acts attempting to repair misunderstandings, as erroneous
actions resulting from misunderstandings, and attitudinal
responses to the exchange. They studied different phenom-
ena that can be taken as indications of miscommunication,
e.g., intonation, emphatic speech elliptic speech, vocatives,
extra-linguistic signs and hyper-articulation.

There are also other more formal ways of classifying mis-
communication, for instance Aberdeen & Ferro [1] who clas-
sified miscommunication using four features: the type of er-
ror; surface evidence available to the user (e.g., a repair act);
the correction mechanism used (e.g., start over) and the out-
come, whether the error was resolved or unresolved. Applied
coherently this schema allows for using machine learning
approaches to be used in the development process. While
the data used by Aberdeen & Ferro [2] and Walker & Pas-
sonneau [18] was dialogue only, the multimodal character
of human-robot communication complicates the discovery
of error because users’ gestures, posture and gaze behavior
needs to be taken into account. Walker & Passonneau [18]
were interested in more formal evaluation of dialogue sys-
tems providing the means of comparing different dialogue
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Figure 2: The role of miscommunication analysis in
the design process.

strategies. Their classification scheme was used to develop
a dialogue parser and distinguishes between three orthogo-
nally different levels of utterance classification: speech-acts,
task-subtask dimension and conversational-domain dimen-
sion. The nature of development of human-robot commu-
nicative systems is that systems often are tightly connected
with the domain and the particular robot platform and thus
comparison between different systems is rarely a matter of
concern.

3. MISCOMMUNICATION ANALYSIS

The way miscommunication analysis is being used within
our design process can be illustrated with the schema de-
picted in Figure 2. When a prototype is evaluated it is ana-
lyzed from different perspectives. The result of an analysis
focusing on miscommunication is a list of trouble spots. This
list of identified problems can then be sorted according to
different levels of priority. The severity of the problem needs
to be weighed against the cost of addressing them. For in-
stance, some problems can be addressed through changes in
the dialogue design, e.g., by using a more effective prompt-
ing strategy or different wording, without the need to im-
prove the backend components like speech recogntion and
dialogue handling. Other problems require technical devel-
opment, e.g., a more advanced microphone setup or new
types of perceptual capabilities, for instance vision capabil-
ity to handle pointing gestures.

Based on the sorted list of problems and the proposed solu-
tions we can address problems in a systematic way. Thus,
some problems can be addressed in the next version of the
system but some will remain, either to the next level of sys-
tem development or throughout the life time of the system.
At the far end of this spectrum we find problems that require
common sense knowledge or machine perception similar to
human capability.

3.1 Purpose of the study

Methods for high-fidelity simulation, like the Wizard-of-Oz [7]
framework provide an opportunity for different stakeholders

in the development process to visualize and try-out the sys-

tem without implementing it. In this framework a system

that is being evaluated trough hi-fi simulation is fully or



partially simulated providing a situation where the user be-
lieves that she is interacting with a real system. This allows
data collection in a realistic but yet controlled interaction
situation.

In the context of the COGNIRON project we are interested
both in improving the BIRON system and addressing more
general topics of human-robot communication, such as as-
pects pertaining to the quality of communication.

3.2 Dialogue model

The prototype dialog model that has been adapted for the
study described in the following sections is represented as
a Finite State Machine (FSM) extended with a slot-filling
mechanism [15]. This model has been implemented on the
robot BIRON [15], an interactive robot system based on an
ActiveMedia PeopleBot platform. A basic component of the
robot system is the person attention system which enables
the robot to focus its attention on one person. Based on
this attention the robot can physically follow the person of
interest and engage in verbal interactions. The heart of the
system is the Execution Supervisor [15] which coordinates
the communication between the different software compo-
nents and represents the internal status of the system as an
FSM.

learned!
object !

BIRON BIRON
Sears_{ Awake ) - 24 hears,
noise person

Figure 3: The dialog model described as a Finite
State Machine.

U: Follow me!
2

R: Sorry, I've
lost you!

R: Your speed
is OK now!

R: Sorty, I've
lost you!

Figure 4: Sub-dialog of state “Follow”.

The underlying FSM of the dialog system is identical to that
of the central Execution Supervisor. The different states can

thus be seen as the global ”context” of the robot, indicating
which task the robot is currently performing. Figure 3 il-
lustrates the FSM of the dialog. Basically, the user can ask
BIRON to do two things: either to follow her ("FOLLOW”)
or to pay attention to an object that is being shown to the
robot ("INTERACTION”). This ”interaction” state means,
that the user has to ”warn” the robot before she is showing
an object. This is necessary because it needs to adjust its
camera to the hands of the user to be able to detect a point-
ing gesture instead of focusing on the face. In each of these
states, the robot can only do one thing, and the correspond-
ing dialog between the user and the robot in this state will
only focus on achieving this task.

These ”sub-dialogs” are modeled by individual FSMs which
also served as a basis for the specification of the robot behav-
ior we investigated in this study (see Section 3.3.1). Figure 4
gives an example of the sub-dialog in the state ”FOLLOW”.
Thus, if the user asks the robot to follow her, the robot
will react depending on whether or not it detects the per-
son. If the basic conditions for the task are met, that is if
a person is detected, the robot will start following. How-
ever, once the robot notices that the distance to the user
becomes too large it will try to correct this by informing the
user. Similarly, the algorithm for the dialog exchanges in
the interaction state are specified based on whether or not
the system detects a gesture and an object.

3.3 Scenario and test procedure

We are envisioning a scenario where the user is teaching the
robot important locations and objects using speech and ges-
tures in combination, the so-called “Home Tour Scenario”.
Using the information given by the user the robot should
then be able to perform tasks within the environment.

The scenario can be characterized as Co-operative Service
Discovery and Configuration, stressing the way the user and
robot are intended to engage in a joint effort to inform each
other of relevant knowledge about the environment. This
means that the user is able to configure the robot and dis-
cover what the it can do by actively providing information
about artifacts and regions present in the environment (e.g.,
objects and locations) and; trying the actions that the robot
can perform related to artifacts and regions (e.g., moving to
places and finding objects).

For this study one requirement was that we would recruit
users that were not familiar with robotics. We wanted to test
the system in a setting that is as realistic as possible. To
achieve this we decided to use the Wizard-of-Oz framework
in a test area within the robot laboratory that is equipped
with furniture normally found in a living room: a couch, a
dining table with chairs, bookshelves, a TV set etc. Together
with the “living-room” furniture, objects, like a fruit bowl,
a remote control and some magazines were added to provide
a set of objects that could be taught to the robot by users.

3.3.1 Adaptation of dialogue patterns

Thus we aim to test the system in a realistic but non-rigid
manner, i.e., by providing a dialogue model with similar
constraints as the implemented dialogue, but with enough
robustness to allow for a habitable [10] dialogue system, i.e.



that there are no points in the system where the system
lacks a model to handle input.

We used the dialogue patterns described in section 3.2 as a
point of departure for the functions supported by the sys-
tem:

Greeting: responding to utterances like “hello
robot”.

Closing: responding to utterances like “goodbye
robot”

Person following  allowing the user to tell the robot to fol-

low the user
Referencing loca- responding to references to objects us-
tions and objects ing speech (e.g. “this is an orange”) to-
gether with deictic gestures

We are indeed interested in miscommunication but we do
not want to provoke miscommunication. Thus we need to
balance the system so that the aspects that want to test, i.e.,
particular dialogue design, are used in a way that makes
them justice. Otherwise there is a risk that the user will
experience an interaction filled with constant breakdowns
due to causes that are unrelated to the dialogues system
put up for evaluation.

3.3.2  Technical setup and test procedure

The robot system used in the data collection was an Activ-
Media PeopleBot (similar to BIRON [15]). The robot was
controlled by two researchers, also referred to as “wizards”.
The task of the wizards was divided in two roles: the navi-
gator wizard and the dialogue wizard. The dialogue wizard
provided the verbal means for the robot to reply to users
commands using a speech synthesizer. The navigator wiz-
ard controlled the movements of the robot, including those
of the camera, which is mounted on top of the PeopleBot.

Initially we performed a formative pilot study with a few
staff members in order to fine tune the setup. In the next
phase we recruited 22 test persons among students on the
KTH campus. This means that there is a bias towards well-
educated young people in the study, but since the aim of
the study is primarily explorative we have accepted this cir-
cumstance. Upon arrival the subject was greeted by the
test leader and offered a cup of coffee. Then the test leader
informed the subject of the purpose of the study, without
revealing that the wizards were controlling the system. In-
stead the wizards were described as ”technicians” with the
purpose of controlling the technical setup and making ”on-
line annotations”. After the introduction the subject signed
an agreement giving consent to storing of personal informa-
tion. The users read the written instruction that explained
the purpose of the study and the general functions the robot
supported (see Section 3.3.1). The test leader also showed
the follow behavior and pointed out an object to the robot.
Then the robot was sent back to the standby position and
the user could start the session. After about 15 minutes the
session was ended on the initiative of the test leader. After
the session we administrated a questionnaire assessing users’
opinions of the interaction. Before leaving the subject was
rewarded a cinema ticket voucher.

About 5.5 hours of video from the user sessions were recorded
using a digital camcorder (MiniDV). Audio from two differ-

ent sources was collected: the sound from the wizard’s video
camera and the sound from the stereo microphones placed
on top of the robot. This setup provided the overall picture
of the robot and user acting together with the robot centric
sound.

4. RESULTS OF THE ANALYSIS

The video recordings from the first 12 user sessions have
been transcribed and synchronized on the utterance level.
We then printed out all dialogues and analyzed them by
marking utterances that could be considered trouble spots,
or symptoms of miscommunication. Then we checked the
trouble spots in the video material to get a clearer picture
of the characteristics of each situation. We then annotated
the material using the Anvil [11] tool which provides visu-
alization in the style of a musical score. We also generated
a hypertext document that allowed us to move between a
categorized and sorted list of trouble spots and the corpus
texts to provide context.

In all we identified about 20 types of trouble spots, some oc-
curred just once or twice but some were more frequent. We
will limit our discussion to the categories that are frequent
and that have had implications for the new design.

4.1 Users’ system knowledge

At some points during the sessions exchanges that could be
characterized as ”trouble spots” either in terms of communi-
cation, i.e., where symptoms of miscommunication occurred
or as in the exchange in the sequence U;1-U7 (below), where
a mismatch between the robot task capability and the tasks
the user thinks the robot should handle.

U, stop robot s1.506 - 31.935

Uz turn around s4.227 - 35.040

R3 Stopped following ss.77s - 36.895
R4 Cannot do that ss.154 - 38.904
Us Rotate 40.579 - 41.317

Res Cannot do that 45.118 - 43.835
Uz follow me 49.856 - 50.412

We have classified these errors as SYSTEM KNOWLEDGE
referring to a trouble spot that can be attributed to what
the user knows about the communicative capabilities of the
system. This category also covers what may be considered
requests for tasks that are out of the domain, e.g., praising
the robot by saying ”Good work robot”. There are cases
that are not clear cut, for instance when a user shows the
robot and object by holding it in his hand instead of placing
it on a flat surface. It is clear to the wizards that this is
not an acceptable gesture, and it should also be clear to the
user that holding objects should not work. The error can be
said to belong in both categories, i.e., it is a communicative
problem because the system fails to detect a gesture, but
it is also a domain problem since the robot is supposed to
handle objects on flat surfaces only.

In the sequence U1-U7 (above), several phenomena that
can be characterized as symptoms of miscommunications
occur. Initially the user is stacking commands: first the
user is commanding the robot to stop, and then he asks the



robot to turn around. The response from the robot, i.e.,
that it has stopped following the user (utterance Rg), in the
contributions following the ones stacked by the user (Uj,
Uy) is delayed about four seconds.

The stacking is in itself not a sign of miscommunication but
the lack of feedback from the robot during the four seconds
following the user’s stop command can be regarded as an
instance of the robot failing to make its contribution in a
timely manner. It is worth noting that the robot actually
stops right after the user has given the stop command, well
before issuing the response ”Stopped following” (Us). This
renders the utterance spurious and ill-timed. On the other
hand, when the robot utters ”Cannot do that” (Ra), refer-
ring to the users command ”turn around” (Usz), the user
seems to interpret this as relevant to the exchange and at-
tempts another adapted version of the turn command (Uy).

After issuing the first turn command, ”turn around” (in Us)
the user has yet to discover that the robot cannot handle
directive commands®. After the robot system has reported
that it cannot perform the turn action, the user chooses to
adapt his command by using the synonym ”Rotate” (Us).
After the robot has responded negatively to the second turn
command (in Ug) the user resorts to using what we believe
the user considers a fallback command namely ”follow me”
(U7). The usage of the follow command in this type of
situation is frequent in the material.

Another problem that is related to the users’ erroneous in-
ferences about the system’s capability. Small objects, such
as magazines, pens etc, were sometimes moved before being
shown to the robot. Users tried to hold up objects in front
of the camera. This was considered to be an error according
to the task model and an a repair was issued by the commu-
nicator wizard. This behavior is illustrated in Figure 1. In
the example below, the user is holding the pen while utter-
ing Uj;. The repair U then influences the user’s actions
and a pointing gesture is issued.

Us this is a table 119.256 - 120.323

Ry Found dinner table 1s6.353 - 137.520

Ujio this is a pen 140.054 - 140.935

Ri1 Rearrange the objects please 146.797 - 147.597
U2 this is a pen 150.366 - 151.291

Ri3 Found one object 155.376 - 156.701

4.2 Feedback problems

We have noted several types of problems related to feedback
in our data. Providing relevant and timely feedback essen-
tial to maintaining an orderly and well managed dialogue.
We have identified problems related to timing, i.e., feed-
back is ill-timed, something which may render it incoherent,
like in utterances U14-Uig (below). When the user utters
“stop” (U14) and then tries to specifiy an object (Ris) he is
interrupted by the robot saying “stopped following” (Uis).
Issuing “stopped following” (U1s) is thus non-relevant since
the robot already stopped. At this point in dialogue this
does not cause a breakdown but if the error occurs again,
the user needs to adapt to the system’s behavior, something
that might affect the attitude towards the system.

!Except for "back” which we added to make it possible to
get the robot free when it got stuck or to close.

Ujastop 122.555 - 122.504
Uisthis is a table 125.819 - 127.233
RisStopped following 127.235 - 127.547

Another problem that occurred in the material was lack of
feedback, i.e., the robot does not respond to the user’s con-
tribution before the user decides to make another contri-
bution (cf. Ui7-Uig) utterances. Here the time between
repetitions may be used to provide a measure of the time
limits for what the user will accept as a response time in the
system [8].

U7this is a computer 62.436 - 64.253
Ujsthis is a computer 6s.746 - 70.350
Ri9 Found one object 76.557 - 15.257

4.3 Irrelevant response

In the following example the robot speech output overlaps
(U21-Ra2) with the users command. This seems to lead to
hesitation of the user in the later utterance (Ugz4). This is
a symptom of miscommunication but as a single instant it
seems that it is not sufficient to cause a breakdown.

Usqo Stop 122.955 - 122.504

Uszi this is a table 125819 - 127.233
Roo Stopped following 127.233 - 127.547
Ros Found coffee table 137.91s - 139.268
Usy ahm 141081 - 141.738

Uazs please follow me  144.195 - 145.254

4.4 Reference

In the manner the system was simulated we allowed for a
”robust” object recognition system, meaning that the sys-
tem would recognize any object given that it was small
enough and placed on a flat surface. We had not added lex-
ical entries in the simulated dialogue system meaning that
we sometimes needed to reference objects with the word
”object”. This caused some concerns for some users since
they, as we have interpreted their behaviour, were not sure
about the status of the recognized object. In the following
example the user attempts to get the system to name the
object by saying ”Identify object” (Ugs). Once again it is
hard to classify this trouble spot. This exchange could also
be related to the category System Knowledge. If we take on
a strict logical perspective, the positive response of the user
to the utterance ”Is this the object” cannot justify that the
robot actually found the newspaper. The information can
be said to have been negotiated, but since there is no point-
ing capability apart from the general direction indicated by
the front robot and the onboard camera, there is no way of
indicating precisely which object has been detected.

Ugs this is a newspaper 1013.560 - 1014.829
Ra7 Found one object 1020.069 - 1021.379
Uas identify object 102s.050 - 1024.488

Rog Is this the object 1029.9s4 - 1031.220
Usg Yes 1032.057 - 1032.610

R31 Ok 1035.995 - 1036.602

5. DESIGN IMPLICATIONS

The examples given in the previous section describe the most
frequent types of communication difficulties in an embedded



human-robot-situation. Based on this data we identified
four main aspects that need to be optimised in our dialog
model: increase the information given to the user, prime the
user to only use words known to the system, monitor the
communicational success, and develop recovery strategies.

5.1 Information given to the user

Many problems arise because of the users’ limited or erro-
neous knowledge of the system’s functionalities and because
the feedback given by the robot is not sufficient. This is re-
lated to the observations to the categories System knowledge
(Section 4.1) and Feedback (Section 4.2).

Such problems are especially frequent in embodied conver-
sations since the understanding of an utterance is heavily
dependent on the sensory information which are the base
of the robot’s world model. This world model of the real
world can thus be highly error-prone and therefore needs to
be communicated to the user.

One obvious strategy is to provide information upon ex-
plicit questions by the user (e.g. “what can you do?” or
“what now?”). However, this requires a thorough design of
the answer, based on information optimization criteria (e.g.
Gricean Maxims [9]) and initiative modeling.

More promising is therefore a more implicit strategy of giv-
ing more specific information when they are required, for
example when a user command cannot be executed as in ex-
ample Ui0-Ui1 (“rearrange objects”) where the user holds
up an object instead of pointing to it. Here, the user does
not know how to solve the problem and gives up the task. In
such cases more information that helps to solve the problem
is necessary.

However, as the system itself does not have enough infor-
mation to know exactly what the problem is — the system’s
problem is simply that it did not detect a gesture — the help
needs to be based on prior knowledge about users’ errors
such as user studies. In this case the user has to be in-
formed that the objects need to be on a flat surface. To
be able to issue context dependent help in this manner, the
system needs to know when it misdetects a gesture.

A further strategy is the use of additional non-verbal (mainly
visual) feedback to provide faster or simultaneous informa-
tion, i.e., without blocking the audio channel. For example,
in the sequence U;-U7 the (redundant) feedback “stopped
following” is given too late (Us) and completely unnecessar-
ily since the robot has already stopped, bringing the inter-
action out of synchronization. In such cases, the execution
of the task is a sufficient feedback signal. In our new dia-
log model each interaction unit is composed by a verbal and
a non-verbal contribution and provides thus a convenient
framework for using non-verbal feedback. However, non-
verbal feedback is not appropriate for all tasks. Non-verbal
reactions to instructions such as “This is a book” gener-
ally need much more time than the verbal reaction since the
movement of the camera towards the target position requires
a lot of computation time in order to detect the gesture and
compute the goal position of the camera. Thus, based on
time-measurements from real system interactions it is pos-
sible to group the robot’s non-verbal reactions with respect

to whether or not they are fast enough to replace the verbal
feedback.

A second line of problems that can be tackled by giving non-
verbal information relates to resolving references. In exam-
ple Ugs (“identify object”) the user initiates a clarification
dialog to make sure that the robot focuses on the object
referenced by he user. Given the complexity of the task to
resolve references to objects in the real world we ended up
defining a very narrow menu-like clarification structure with
the help of a visual feedback screen replacing a pointing de-
vice [12]. Reverting to a more restricted dialog structure in
difficult communication situations is a well known strategy
in dialog design [19]. Even if this strategy alleviates some
problems related to providing feedback, increasing the con-
versational capabilities to make the interaction more natural
remains a research challenge.

5.2 User priming

Speech recognition errors and errors related to language un-
derstanding were the easiest ones to detect and to react to
by the wizards in the simulated system — needing only a
feedback asking for repetition. However, we observed that
they caused severe problems with respect to the communi-
cational smoothness of the interaction.

In general, repeated speech recognition errors lead to a break-
up of the current task by the user initiating a new task (e.g.,
utterance Uss). These difficulties are much harder to detect
than problems related to non-executable tasks since they
are more implicit and can only be detected as a pattern
ranging over several consecutive utterances. Thus, since
detection and repair may pose severe challenges, a better
strategy might be to avoid these problems at all. One main
problem causing these difficulties lies in the use of out-of-
vocabulary (OOV) words. This is because the user is not
aware of the robot’s lexical capabilities. However, theories
about alignment (e.g. Pickering & Garrod [14]) in human-
human communication predict that the speaking styles of
communication partners will converge during a communica-
tion, affecting lexical choice as well as syntactic, prosodic
and pragmatic structures. Thus, by only using words that
are part of the passive lexicon of the speech processing sys-
tem we can prime the user to use words known to the system
rather than OOV words. This also applies to the syntactic
structure of the utterances that the speech recognition sys-
tem accepts. Based on this observation we follow the strat-
egy of implicit priming as described by Yankelovich [19]. For
example, upon the computer’s self explanation ”I can follow
you” the user is much more likely to use the command ”fol-
low me” instead of ”come here” or "move”.

5.3 Monitoring communicational success

If an abrupt topic switch can not be averted it will still
be important for the system to monitor the quality of the
current interaction in order to adapt the strategies of the
system, taking measures to increase the communicative suc-
cess. We may for instance adopt a more restricted dialog
structure, or we may provide detailed feedback as suggested
above.

In future work, we will introduce a measurement of the com-
municational success that monitors the ongoing interaction



and detects patterns indicating troubles. In the new dia-
log model, we have defined a first basic version of such a
measure by counting the number of system initiated repair
utterances. A more sophisticated approach would be to col-
lect as many potential features as possible, e.g. duration
between utterances, emotional cues, expectation violations,
topic progression etc. and compute a communication suc-
cess rate by using pattern recognition methods or defining
thresholds.

5.4 Recovery strategies

Even though our goal is to minimize communication diffi-
culties there will always be trouble spots. For such cases
it is important to provide recovery strategies that help to
re-establish the communication if a breakdown occurs. In
the Woz studies we observed that users develop their own
strategies. One strategy that we observed several times in
the material was the use of a “fallback” strategy, i.e., com-
municative actions that the users have learned is working
robustly. The most prominent example of this is the use of
the “follow me” command (e.g., utterance Uss).

Another type of recovery that is necessary comes from the
many attempts at using directive commands such as “turn
around” etc. This has to do with the users’ knowledge about
the system (see Section 4.1).

In the further design process of the whole system it is there-
fore necessary to provide the system with small but robust
functionalities such as directive commands (e.g., “back”,
“rotate left” etc), or offering sub-dialogues related to the
current situation (e.g., User questions “what else can I do?”

or “what do you suggest now?”).

5.5 Discussion

Considering all these implications for our new dialog model,
instead of the (rather system-oriented) FSM model, we will
employ a model based on theories of grounding (e.g. [6]).
This will allow us to react to the current situation in a more
flexible way instead of using pre-defined situation patterns
and responses.

This allows us to interpret the ongoing interaction with re-
spect to grounding aspects and to design the feedback with
respect to how well the communication proceeds. Thus, if
the system can not accept a fact presented by the user, e.g.
because of execution problems, the system will initiate a
clarification dialog. Additionally, in the new dialogue model
each contribution has a verbal and a non-verbal part allow-
ing sharing of complementary information between modali-
ties. Furthermore, it also allows to define different response
strategies based on situational variables such as the commu-
nicational success or other available information.

6. CONCLUSIONS

We have described a model for how miscommunication anal-
ysis can be integrated in the design of the user interface for
a robot with cognitive skills. We collected and analyzed
dialogue data using a Wizard-of-Oz setup, simulating the
movements and the dialogue system. The transcribed data
was annotated with respect to miscommunication. We found
miscommunication of different types and on different levels
in the communication.

The most prominent type of miscommunication was related
to the users’ understanding of the capability of the system.
The gulf between what the system can handle and what the
users believe the robot is capable of, can be viewed from
different perspectives.

First of all, users are not accustomed to cognitive robots
at all. This means that the user is involved in a learning
experience from the start. Miscommunication, according to
Martinowsky and Traum [13], gives the users information
about the boundaries of the system’s capabilities, allowing
the user to test hypotheses about the system allowing for
learning to take place. For instance, when the users assume
that the system can handle several similar types of directive
commands because the function “backwards” was allowed.
Another case where learning takes place, but where it is not
a clear cut case is when the user is supposing some task
capability that the robot cannot handle, for instance, when
the user holds an object in his hand instead of placing it
on a flat surface. Here communication works — the robot
provides negative feedback or directions to the user — but
the task cannot be performed.

Thus the design implication, that users need more and rel-
evant information, related to specific situations can be seen
as a way of increasing the opportunity for users to learn from
instances of miscommunication. However, information given
to the user needs to be relevant. By carefully modeling feed-
back provided by the system, e.g., based on communicative
principles, like Gricean Maxims [9], we can provide informa-
tion to the user but avoid an excessively talkative robot.

Miscommunication related to speech recognition and natural
language understanding affects the smoothness of communi-
cation. This leads to the design implication that we should
attempt to prime the user into selecting lexical terms and
syntactic structures that the system can handle. Priming
can be considered a well established practice in more clas-
sical approaches to designing speech based system. This is
one example how practices from human-computer interac-
tion can be used in designing human-robot communication.
However, establishing what types of strategies, e.g., as dis-
cussed by Yankelovic [19] that can be transferred easily and
if some strategies will be invented remains a topic of re-
search. One such area regards how multimodal feedback
can be used in the robot interface to reference objects, for
instance as proposed in Section 5.1 using visual feedback
devices to disambiguate object references.

Adapting to communicative strategies of different users is
an area where we miscommunication analysis serves an im-
portant purpose. The collected data can be used in various
ways to train or inform models for measuring communica-
tive success, something that well motivates the thorough
annotation procedure.

If we think about miscommunication analysis as a step per-
formed as an integral part of the design process, the way we
have ordered the list of errors has influenced what design
implications that we found worth concentrating our efforts
and resources on when developing the next version of the
system. We cannot hope to catch all errors in one system
iteration, but should aim to get rid of the most severe prob-



lems every time we revise the system. They key here is to
prioritize the list of identified problems so that we address
them in an order that will have the most positive impact on
the amount of problems that recur in later versions of the
system.

We should see miscommunication analysis, and the resulting
list of trouble spots, both as a way of increasing the under-
standing of the particular system being evaluated and as a
way of tracking recurring and difficult problems. With this
perspective on miscommunication analysis we are both pro-
viding a basis for improved design in the short term as well
as providing challenging problems for research on human-
robot communication.
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